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Lesson 4
Exercises



• Consider a WIMP search experiment based on a 2-phase xenon 
TPC

• Assume that the fiducial mass is 5600 kg


• And that the experiment runs for 3 years with an average 90% duty cycle


• As with any similar detector, the experiment measures the S1 
(scintillation) and S2 (ionisation) signals for each interaction

• 3D position reconstruction => ability to fiducialise the volume


• NR vs ER discrimination (based on S2/S1)

• Assume a 50% acceptance for nuclear recoils
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is on average 11% in the (x, y) plane and comes pri-
marily from non-operational PMTs and extraction-field
non-uniformity caused by electrostatic deflection of the
gate and anode electrodes. The S2 correction in z is
due to electron attachment on impurities and averages
7%. Corrected parameters are uniform across the TPC
to within 3%.

To reproduce the TPC response to ER and NR
events, detector and xenon response parameters of the
nest 2.3.7 [43] ER model are tuned to match the
median and widths of the tritium calibration data in
log10S2c-S1c space, and to match the reconstructed en-
ergies of the 83mKr (41.5 keV), 129mXe (236 keV), and
131mXe (164 keV) peaks. The photon detection e�-
ciency g1 is determined to be 0.114± 0.002 phd/photon
and the gain of the ionization channel g2 to be
47.1± 1.1 phd/electron [44]. The tritium data are
best modeled with the nest recombination skewness
model [45] disabled, and comparisons between the tuned
model and tritium data using several statistical tests
show consistency throughout the full tritium ER distribu-
tion [46–49]. The NEST ER model also includes e↵ects
from electron capture decays [50] when making predic-
tions from electron capture background sources. The pa-
rameters of the ER model were propagated to the nest
NR model and found to be in good agreement with DD
calibration data, matching NR band means and widths to
better than 1% and 4% in log10S2c, respectively. Fur-
ther checks comparing DD and AmLi neutron calibra-
tions agree to 1%. Figure 1 shows the tritium and DD
neutron data compared to the calibrated model.

FIG. 1. Calibration events in log10S2c-S1c for the tritium
source (dark blue points, 5343 events) and the DD neutron
source (orange points, 6324 events). Solid blue (red) lines
indicate the median of the ER (NR) simulated distributions,
and the dotted lines indicate the 10% and 90% quantiles.
Thin grey lines show contours of constant electron-equivalent
energy (keVee) and nuclear recoil energy (keVnr).

The WIMP signal considered in this analysis is ex-

pected to produce low-energy, single-scatter NR signals
uniformly distributed in the TPC, with no additional sig-
nals in the TPC, skin, or OD. The following strategy is
used to obtain a clean sample of such events: exclude
time periods of elevated TPC activity or electronics in-
terference; remove multi-scatter interactions in the TPC;
remove events outside an energy region-of-interest (ROI);
remove events due to accidental coincidence of S1 and S2
pulses; remove events with coincident signals in the TPC
and skin or OD; remove events near the TPC active vol-
ume boundaries. Methods of bias mitigation that involve
obscuring the data, such as blinding the signal region, or
adding fake events (“salting”), were avoided to allow con-
trol over larger sources of systematic errors that may be
presented by a new detector. To mitigate bias in this
result, all analysis cuts were developed and optimized on
sideband selections and calibration data.
The search data set totals 89 live days after removing

periods for detector maintenance and calibration activity,
as well as a 3% loss due to DAQ dead time and a 7% loss
to periods excised due to anomalous trigger rates. Be-
cause dual-phase xenon TPCs experience elevated rates
of activity after large S2 pulses [25, 28, 51, 52], a time
hold-o↵ is imposed to remove data taken after large S2s
and after cosmic-ray muons traversing the TPC. These
omissions result in a final search live time of 60± 1 d
where a WIMP interaction could be reconstructed. In
future searches, the hold-o↵ can be relaxed by optimiza-
tion with respect to analysis cuts and detector operating
conditions.
The ROI is defined as S1c in the range 3 � 80 phd,

uncorrected S2 greater than 600 phd (>10 extracted elec-
trons), and S2c less than 105 phd, ensuring that signal ef-
ficiencies are well understood and background ER sources
are well calibrated by the tritium data. Events classi-
fied as multiple scatters in the TPC are removed, as are
events with poor reconstruction due to noise, spurious
pulses, or other data anomalies.
A suite of analysis cuts targets accidental coincidence

events, henceforth called “accidentals”, where an isolated
S1 and an isolated S2 are accidentally paired to mimic a
physical single-scatter event. Isolated S1s can be gener-
ated from sources such as particle interactions in charge-
insensitive regions of the TPC, Cherenkov and fluores-
cent light in detector materials, or dark-noise pile-up.
Isolated S2s can be generated from sources such as ra-
dioactivity or electron emission from the cathode or gate
electrodes, particle interactions in the gas phase or in
the liquid above the gate electrode, or drifting electrons
trapped on impurities and released with O(100ms) time
delay [52]. Analysis cuts to remove accidentals target
individual sources of isolated S1s and S2s using the ex-
pected behavior of the S1 and S2 pulses with respect
to quantities such as drift time, top-bottom asymme-
try of light, pulse width, timing of PMT hits within the
pulse, and hit pattern of the photons in the PMT arrays.



• This experiment is searching for NRs in the 5-50 keV nuclear 
recoil range


• Let’s treat this as a simplified counting experiment

• After a thorough analysis of all the background sources (ER and NR), we 

expect 1.5 events in our search region (before unblinding the science data)


• After unblinding, we observe 4 candidate events!


• For simplicity, let’s assume

• The Earth is stationary: 

• There is no upper limit on the velocity  

of the DM particles: 


• The form factor is 1: F2(q) = 1
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Dark Matter - Problem Sheet

Matthew Knight

December 18, 2020

1 Question 1

In the following I’ve assumed that the region of interest includes the 50% acceptance cut. From

Feldman-Cousins statistics, for a Poisson signal with background rate of 1.5, the 90% C.L. interval

for the signal mean µ is [0.24,7.10]. The interval tells us that at a 90% confidence level, there is
a signal. However, in HEP, it is normal to only claim a discover at a � 5� significance, i.e. a

confidence level of � (1 � 2.87 ⇥ 10
�7

) ⇥ 100%. Furthermore, it is hard to be entirely confident

that you have correctly predicted your background and this is another reason why I’d feel cautious

about declaring a discovery.

2 Question 2

2.1 Velocity distribution normalisation

Assuming a Maxwellian dark matter velocity distribution:

f(v,vE) = Ae�(v+vE)2/v20 (1)

where v is the velocity of the dark matter relative to Earth, vE is the velocity of the Earth relative

to the galatic rest frame, and A is a normalisation factor. Let’s take the following assumptions:

1. The Earth is stationary with respect to the galactic rest frame, i.e. vE = (0, 0, 0).

2. There is no constraint on the velocity of a dark matter particle. In a proper treatment,

f(v,vE) would be truncated at vesc, where vesc is the local escape speed (to escape the

galaxy). Here we take vesc = 1.

We can consider the e↵ect of these assumptions by considering how they shift/alter the velocity

distribution and how that would subsequently a↵ect the integral. Regarding the first assumption,

given vE2 ⇠ v20 and that the denominator in the exponential is v20 we can expect a noticeable shift

in the distribution, however any results should be correct to an order of magnitude. Regarding the

second assumption, commonly used values for v0 and vesc are 220 and 544 kms
-1

and so the value

the exponential at v = vesc is e�5442/2202
= 1.76 ⇥ 10

�3
. Thus the additional contribution to the

integral of f(v,vE) due to including v > vesc is negligible.
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• Find the 90% confidence level interval on the mean number of 
signal counts (µ) from Feldman-Cousins* statistics


• Would you claim a WIMP discovery with this experiment?


• Justify

Exercise 1

* G.J. Feldman, R.D. Cousins, “A Unified Approach to the Classical Statistical Analysis of Small Signals”, PRD 57 (1998) 3873, arXiv:physics/9711021

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.57.3873
https://arxiv.org/abs/physics/9711021


Feldman-Cousins statistics
Exercise 1

TABLE IV. 90% C.L. intervals for the Poisson signal mean m, for total events observed n0 , for known mean background b ranging from
0 to 5.

n0\b 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 5.0

0 0.00, 2.44 0.00, 1.94 0.00, 1.61 0.00, 1.33 0.00, 1.26 0.00, 1.18 0.00, 1.08 0.00, 1.06 0.00, 1.01 0.00, 0.98
1 0.11, 4.36 0.00, 3.86 0.00, 3.36 0.00, 2.91 0.00, 2.53 0.00, 2.19 0.00, 1.88 0.00, 1.59 0.00, 1.39 0.00, 1.22
2 0.53, 5.91 0.03, 5.41 0.00, 4.91 0.00, 4.41 0.00, 3.91 0.00, 3.45 0.00, 3.04 0.00, 2.67 0.00, 2.33 0.00, 1.73
3 1.10, 7.42 0.60, 6.92 0.10, 6.42 0.00, 5.92 0.00, 5.42 0.00, 4.92 0.00, 4.42 0.00, 3.95 0.00, 3.53 0.00, 2.78
4 1.47, 8.60 1.17, 8.10 0.74, 7.60 0.24, 7.10 0.00, 6.60 0.00, 6.10 0.00, 5.60 0.00, 5.10 0.00, 4.60 0.00, 3.60
5 1.84, 9.99 1.53, 9.49 1.25, 8.99 0.93, 8.49 0.43, 7.99 0.00, 7.49 0.00, 6.99 0.00, 6.49 0.00, 5.99 0.00, 4.99
6 2.21,11.47 1.90,10.97 1.61,10.47 1.33, 9.97 1.08, 9.47 0.65, 8.97 0.15, 8.47 0.00, 7.97 0.00, 7.47 0.00, 6.47
7 3.56,12.53 3.06,12.03 2.56,11.53 2.09,11.03 1.59,10.53 1.18,10.03 0.89, 9.53 0.39, 9.03 0.00, 8.53 0.00, 7.53
8 3.96,13.99 3.46,13.49 2.96,12.99 2.51,12.49 2.14,11.99 1.81,11.49 1.51,10.99 1.06,10.49 0.66, 9.99 0.00, 8.99
9 4.36,15.30 3.86,14.80 3.36,14.30 2.91,13.80 2.53,13.30 2.19,12.80 1.88,12.30 1.59,11.80 1.33,11.30 0.43,10.30
10 5.50,16.50 5.00,16.00 4.50,15.50 4.00,15.00 3.50,14.50 3.04,14.00 2.63,13.50 2.27,13.00 1.94,12.50 1.19,11.50
11 5.91,17.81 5.41,17.31 4.91,16.81 4.41,16.31 3.91,15.81 3.45,15.31 3.04,14.81 2.67,14.31 2.33,13.81 1.73,12.81
12 7.01,19.00 6.51,18.50 6.01,18.00 5.51,17.50 5.01,17.00 4.51,16.50 4.01,16.00 3.54,15.50 3.12,15.00 2.38,14.00
13 7.42,20.05 6.92,19.55 6.42,19.05 5.92,18.55 5.42,18.05 4.92,17.55 4.42,17.05 3.95,16.55 3.53,16.05 2.78,15.05
14 8.50,21.50 8.00,21.00 7.50,20.50 7.00,20.00 6.50,19.50 6.00,19.00 5.50,18.50 5.00,18.00 4.50,17.50 3.59,16.50
15 9.48,22.52 8.98,22.02 8.48,21.52 7.98,21.02 7.48,20.52 6.98,20.02 6.48,19.52 5.98,19.02 5.48,18.52 4.48,17.52
16 9.99,23.99 9.49,23.49 8.99,22.99 8.49,22.49 7.99,21.99 7.49,21.49 6.99,20.99 6.49,20.49 5.99,19.99 4.99,18.99
17 11.04,25.02 10.54,24.52 10.04,24.02 9.54,23.52 9.04,23.02 8.54,22.52 8.04,22.02 7.54,21.52 7.04,21.02 6.04,20.02
18 11.47,26.16 10.97,25.66 10.47,25.16 9.97,24.66 9.47,24.16 8.97,23.66 8.47,23.16 7.97,22.66 7.47,22.16 6.47,21.16
19 12.51,27.51 12.01,27.01 11.51,26.51 11.01,26.01 10.51,25.51 10.01,25.01 9.51,24.51 9.01,24.01 8.51,23.51 7.51,22.51
20 13.55,28.52 13.05,28.02 12.55,27.52 12.05,27.02 11.55,26.52 11.05,26.02 10.55,25.52 10.05,25.02 9.55,24.52 8.55,23.52

TABLE V. 90% C.L. intervals for the Poisson signal mean m, for total events observed n0 , for known mean background b ranging from
6 to 15.

n0\b 6.0 7.0 8.0 9.0 10.0 11.0 12.0 13.0 14.0 15.0

0 0.00, 0.97 0.00, 0.95 0.00, 0.94 0.00, 0.94 0.00, 0.93 0.00, 0.93 0.00, 0.92 0.00, 0.92 0.00, 0.92 0.00, 0.92
1 0.00, 1.14 0.00, 1.10 0.00, 1.07 0.00, 1.05 0.00, 1.03 0.00, 1.01 0.00, 1.00 0.00, 0.99 0.00, 0.99 0.00, 0.98
2 0.00, 1.57 0.00, 1.38 0.00, 1.27 0.00, 1.21 0.00, 1.15 0.00, 1.11 0.00, 1.09 0.00, 1.08 0.00, 1.06 0.00, 1.05
3 0.00, 2.14 0.00, 1.75 0.00, 1.49 0.00, 1.37 0.00, 1.29 0.00, 1.24 0.00, 1.21 0.00, 1.18 0.00, 1.15 0.00, 1.14
4 0.00, 2.83 0.00, 2.56 0.00, 1.98 0.00, 1.82 0.00, 1.57 0.00, 1.45 0.00, 1.37 0.00, 1.31 0.00, 1.27 0.00, 1.24
5 0.00, 4.07 0.00, 3.28 0.00, 2.60 0.00, 2.38 0.00, 1.85 0.00, 1.70 0.00, 1.58 0.00, 1.48 0.00, 1.39 0.00, 1.32
6 0.00, 5.47 0.00, 4.54 0.00, 3.73 0.00, 3.02 0.00, 2.40 0.00, 2.21 0.00, 1.86 0.00, 1.67 0.00, 1.55 0.00, 1.47
7 0.00, 6.53 0.00, 5.53 0.00, 4.58 0.00, 3.77 0.00, 3.26 0.00, 2.81 0.00, 2.23 0.00, 2.07 0.00, 1.86 0.00, 1.69
8 0.00, 7.99 0.00, 6.99 0.00, 5.99 0.00, 5.05 0.00, 4.22 0.00, 3.49 0.00, 2.83 0.00, 2.62 0.00, 2.11 0.00, 1.95
9 0.00, 9.30 0.00, 8.30 0.00, 7.30 0.00, 6.30 0.00, 5.30 0.00, 4.30 0.00, 3.93 0.00, 3.25 0.00, 2.64 0.00, 2.45
10 0.22,10.50 0.00, 9.50 0.00, 8.50 0.00, 7.50 0.00, 6.50 0.00, 5.56 0.00, 4.71 0.00, 3.95 0.00, 3.27 0.00, 3.00
11 1.01,11.81 0.02,10.81 0.00, 9.81 0.00, 8.81 0.00, 7.81 0.00, 6.81 0.00, 5.81 0.00, 4.81 0.00, 4.39 0.00, 3.69
12 1.57,13.00 0.83,12.00 0.00,11.00 0.00,10.00 0.00, 9.00 0.00, 8.00 0.00, 7.00 0.00, 6.05 0.00, 5.19 0.00, 4.42
13 2.14,14.05 1.50,13.05 0.65,12.05 0.00,11.05 0.00,10.05 0.00, 9.05 0.00, 8.05 0.00, 7.05 0.00, 6.08 0.00, 5.22
14 2.83,15.50 2.13,14.50 1.39,13.50 0.47,12.50 0.00,11.50 0.00,10.50 0.00, 9.50 0.00, 8.50 0.00, 7.50 0.00, 6.55
15 3.48,16.52 2.56,15.52 1.98,14.52 1.26,13.52 0.30,12.52 0.00,11.52 0.00,10.52 0.00, 9.52 0.00, 8.52 0.00, 7.52
16 4.07,17.99 3.28,16.99 2.60,15.99 1.82,14.99 1.13,13.99 0.14,12.99 0.00,11.99 0.00,10.99 0.00, 9.99 0.00, 8.99
17 5.04,19.02 4.11,18.02 3.32,17.02 2.38,16.02 1.81,15.02 0.98,14.02 0.00,13.02 0.00,12.02 0.00,11.02 0.00,10.02
18 5.47,20.16 4.54,19.16 3.73,18.16 3.02,17.16 2.40,16.16 1.70,15.16 0.82,14.16 0.00,13.16 0.00,12.16 0.00,11.16
19 6.51,21.51 5.51,20.51 4.58,19.51 3.77,18.51 3.05,17.51 2.21,16.51 1.58,15.51 0.67,14.51 0.00,13.51 0.00,12.51
20 7.55,22.52 6.55,21.52 5.55,20.52 4.55,19.52 3.55,18.52 2.81,17.52 2.23,16.52 1.48,15.52 0.53,14.52 0.00,13.52
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Feldman-Cousins statistics
Exercise 1

TABLE IV. 90% C.L. intervals for the Poisson signal mean m, for total events observed n0 , for known mean background b ranging from
0 to 5.

n0\b 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 5.0

0 0.00, 2.44 0.00, 1.94 0.00, 1.61 0.00, 1.33 0.00, 1.26 0.00, 1.18 0.00, 1.08 0.00, 1.06 0.00, 1.01 0.00, 0.98
1 0.11, 4.36 0.00, 3.86 0.00, 3.36 0.00, 2.91 0.00, 2.53 0.00, 2.19 0.00, 1.88 0.00, 1.59 0.00, 1.39 0.00, 1.22
2 0.53, 5.91 0.03, 5.41 0.00, 4.91 0.00, 4.41 0.00, 3.91 0.00, 3.45 0.00, 3.04 0.00, 2.67 0.00, 2.33 0.00, 1.73
3 1.10, 7.42 0.60, 6.92 0.10, 6.42 0.00, 5.92 0.00, 5.42 0.00, 4.92 0.00, 4.42 0.00, 3.95 0.00, 3.53 0.00, 2.78
4 1.47, 8.60 1.17, 8.10 0.74, 7.60 0.24, 7.10 0.00, 6.60 0.00, 6.10 0.00, 5.60 0.00, 5.10 0.00, 4.60 0.00, 3.60
5 1.84, 9.99 1.53, 9.49 1.25, 8.99 0.93, 8.49 0.43, 7.99 0.00, 7.49 0.00, 6.99 0.00, 6.49 0.00, 5.99 0.00, 4.99
6 2.21,11.47 1.90,10.97 1.61,10.47 1.33, 9.97 1.08, 9.47 0.65, 8.97 0.15, 8.47 0.00, 7.97 0.00, 7.47 0.00, 6.47
7 3.56,12.53 3.06,12.03 2.56,11.53 2.09,11.03 1.59,10.53 1.18,10.03 0.89, 9.53 0.39, 9.03 0.00, 8.53 0.00, 7.53
8 3.96,13.99 3.46,13.49 2.96,12.99 2.51,12.49 2.14,11.99 1.81,11.49 1.51,10.99 1.06,10.49 0.66, 9.99 0.00, 8.99
9 4.36,15.30 3.86,14.80 3.36,14.30 2.91,13.80 2.53,13.30 2.19,12.80 1.88,12.30 1.59,11.80 1.33,11.30 0.43,10.30
10 5.50,16.50 5.00,16.00 4.50,15.50 4.00,15.00 3.50,14.50 3.04,14.00 2.63,13.50 2.27,13.00 1.94,12.50 1.19,11.50
11 5.91,17.81 5.41,17.31 4.91,16.81 4.41,16.31 3.91,15.81 3.45,15.31 3.04,14.81 2.67,14.31 2.33,13.81 1.73,12.81
12 7.01,19.00 6.51,18.50 6.01,18.00 5.51,17.50 5.01,17.00 4.51,16.50 4.01,16.00 3.54,15.50 3.12,15.00 2.38,14.00
13 7.42,20.05 6.92,19.55 6.42,19.05 5.92,18.55 5.42,18.05 4.92,17.55 4.42,17.05 3.95,16.55 3.53,16.05 2.78,15.05
14 8.50,21.50 8.00,21.00 7.50,20.50 7.00,20.00 6.50,19.50 6.00,19.00 5.50,18.50 5.00,18.00 4.50,17.50 3.59,16.50
15 9.48,22.52 8.98,22.02 8.48,21.52 7.98,21.02 7.48,20.52 6.98,20.02 6.48,19.52 5.98,19.02 5.48,18.52 4.48,17.52
16 9.99,23.99 9.49,23.49 8.99,22.99 8.49,22.49 7.99,21.99 7.49,21.49 6.99,20.99 6.49,20.49 5.99,19.99 4.99,18.99
17 11.04,25.02 10.54,24.52 10.04,24.02 9.54,23.52 9.04,23.02 8.54,22.52 8.04,22.02 7.54,21.52 7.04,21.02 6.04,20.02
18 11.47,26.16 10.97,25.66 10.47,25.16 9.97,24.66 9.47,24.16 8.97,23.66 8.47,23.16 7.97,22.66 7.47,22.16 6.47,21.16
19 12.51,27.51 12.01,27.01 11.51,26.51 11.01,26.01 10.51,25.51 10.01,25.01 9.51,24.51 9.01,24.01 8.51,23.51 7.51,22.51
20 13.55,28.52 13.05,28.02 12.55,27.52 12.05,27.02 11.55,26.52 11.05,26.02 10.55,25.52 10.05,25.02 9.55,24.52 8.55,23.52

TABLE V. 90% C.L. intervals for the Poisson signal mean m, for total events observed n0 , for known mean background b ranging from
6 to 15.

n0\b 6.0 7.0 8.0 9.0 10.0 11.0 12.0 13.0 14.0 15.0

0 0.00, 0.97 0.00, 0.95 0.00, 0.94 0.00, 0.94 0.00, 0.93 0.00, 0.93 0.00, 0.92 0.00, 0.92 0.00, 0.92 0.00, 0.92
1 0.00, 1.14 0.00, 1.10 0.00, 1.07 0.00, 1.05 0.00, 1.03 0.00, 1.01 0.00, 1.00 0.00, 0.99 0.00, 0.99 0.00, 0.98
2 0.00, 1.57 0.00, 1.38 0.00, 1.27 0.00, 1.21 0.00, 1.15 0.00, 1.11 0.00, 1.09 0.00, 1.08 0.00, 1.06 0.00, 1.05
3 0.00, 2.14 0.00, 1.75 0.00, 1.49 0.00, 1.37 0.00, 1.29 0.00, 1.24 0.00, 1.21 0.00, 1.18 0.00, 1.15 0.00, 1.14
4 0.00, 2.83 0.00, 2.56 0.00, 1.98 0.00, 1.82 0.00, 1.57 0.00, 1.45 0.00, 1.37 0.00, 1.31 0.00, 1.27 0.00, 1.24
5 0.00, 4.07 0.00, 3.28 0.00, 2.60 0.00, 2.38 0.00, 1.85 0.00, 1.70 0.00, 1.58 0.00, 1.48 0.00, 1.39 0.00, 1.32
6 0.00, 5.47 0.00, 4.54 0.00, 3.73 0.00, 3.02 0.00, 2.40 0.00, 2.21 0.00, 1.86 0.00, 1.67 0.00, 1.55 0.00, 1.47
7 0.00, 6.53 0.00, 5.53 0.00, 4.58 0.00, 3.77 0.00, 3.26 0.00, 2.81 0.00, 2.23 0.00, 2.07 0.00, 1.86 0.00, 1.69
8 0.00, 7.99 0.00, 6.99 0.00, 5.99 0.00, 5.05 0.00, 4.22 0.00, 3.49 0.00, 2.83 0.00, 2.62 0.00, 2.11 0.00, 1.95
9 0.00, 9.30 0.00, 8.30 0.00, 7.30 0.00, 6.30 0.00, 5.30 0.00, 4.30 0.00, 3.93 0.00, 3.25 0.00, 2.64 0.00, 2.45
10 0.22,10.50 0.00, 9.50 0.00, 8.50 0.00, 7.50 0.00, 6.50 0.00, 5.56 0.00, 4.71 0.00, 3.95 0.00, 3.27 0.00, 3.00
11 1.01,11.81 0.02,10.81 0.00, 9.81 0.00, 8.81 0.00, 7.81 0.00, 6.81 0.00, 5.81 0.00, 4.81 0.00, 4.39 0.00, 3.69
12 1.57,13.00 0.83,12.00 0.00,11.00 0.00,10.00 0.00, 9.00 0.00, 8.00 0.00, 7.00 0.00, 6.05 0.00, 5.19 0.00, 4.42
13 2.14,14.05 1.50,13.05 0.65,12.05 0.00,11.05 0.00,10.05 0.00, 9.05 0.00, 8.05 0.00, 7.05 0.00, 6.08 0.00, 5.22
14 2.83,15.50 2.13,14.50 1.39,13.50 0.47,12.50 0.00,11.50 0.00,10.50 0.00, 9.50 0.00, 8.50 0.00, 7.50 0.00, 6.55
15 3.48,16.52 2.56,15.52 1.98,14.52 1.26,13.52 0.30,12.52 0.00,11.52 0.00,10.52 0.00, 9.52 0.00, 8.52 0.00, 7.52
16 4.07,17.99 3.28,16.99 2.60,15.99 1.82,14.99 1.13,13.99 0.14,12.99 0.00,11.99 0.00,10.99 0.00, 9.99 0.00, 8.99
17 5.04,19.02 4.11,18.02 3.32,17.02 2.38,16.02 1.81,15.02 0.98,14.02 0.00,13.02 0.00,12.02 0.00,11.02 0.00,10.02
18 5.47,20.16 4.54,19.16 3.73,18.16 3.02,17.16 2.40,16.16 1.70,15.16 0.82,14.16 0.00,13.16 0.00,12.16 0.00,11.16
19 6.51,21.51 5.51,20.51 4.58,19.51 3.77,18.51 3.05,17.51 2.21,16.51 1.58,15.51 0.67,14.51 0.00,13.51 0.00,12.51
20 7.55,22.52 6.55,21.52 5.55,20.52 4.55,19.52 3.55,18.52 2.81,17.52 2.23,16.52 1.48,15.52 0.53,14.52 0.00,13.52
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At 90% CL there seems to be a signal!

But is it enough to claim a discovery?…



• In science, a 90% CL is not enough to declare a “discovery”


• Definitions vary, but in high-energy physics the accepted levels 
are:

• 3𝜎 to be considered an “observation”


• 5𝜎 to be considered a “discovery”


• Both are well above a 90% CL: 

• 3𝜎 is a 99.73% CL


• 5𝜎 is a 99.999943% CL

Feldman-Cousins statistics
Exercise 1

7



• If we look in the 95% CL table, these results are already 
compatible with no signal !

Feldman-Cousins statistics
Exercise 1

8
E
x1

x2
P~xum!dx5a . ~4.4!

We solve for x1 and x2 numerically to the desired precision,
for each m in a grid with 0.001 spacing. With the acceptance

regions all constructed, we then read off the confidence in-
tervals @m1 ,m2# for each x0 as in Fig. 1.
Table X contains the results for representative measured

values and confidence levels. Figure 10 shows the confidence
belt for 90% C.L.

TABLE VI. 95% C.L. intervals for the Poisson signal mean m, for total events observed n0 , for known mean background b ranging from
0 to 5.

n0\b 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 5.0

0 0.00, 3.09 0.00, 2.63 0.00, 2.33 0.00, 2.05 0.00, 1.78 0.00, 1.78 0.00, 1.63 0.00, 1.63 0.00, 1.57 0.00, 1.54
1 0.05, 5.14 0.00, 4.64 0.00, 4.14 0.00, 3.69 0.00, 3.30 0.00, 2.95 0.00, 2.63 0.00, 2.33 0.00, 2.08 0.00, 1.88
2 0.36, 6.72 0.00, 6.22 0.00, 5.72 0.00, 5.22 0.00, 4.72 0.00, 4.25 0.00, 3.84 0.00, 3.46 0.00, 3.11 0.00, 2.49
3 0.82, 8.25 0.32, 7.75 0.00, 7.25 0.00, 6.75 0.00, 6.25 0.00, 5.75 0.00, 5.25 0.00, 4.78 0.00, 4.35 0.00, 3.58
4 1.37, 9.76 0.87, 9.26 0.37, 8.76 0.00, 8.26 0.00, 7.76 0.00, 7.26 0.00, 6.76 0.00, 6.26 0.00, 5.76 0.00, 4.84
5 1.84,11.26 1.47,10.76 0.97,10.26 0.47, 9.76 0.00, 9.26 0.00, 8.76 0.00, 8.26 0.00, 7.76 0.00, 7.26 0.00, 6.26
6 2.21,12.75 1.90,12.25 1.61,11.75 1.11,11.25 0.61,10.75 0.11,10.25 0.00, 9.75 0.00, 9.25 0.00, 8.75 0.00, 7.75
7 2.58,13.81 2.27,13.31 1.97,12.81 1.69,12.31 1.29,11.81 0.79,11.31 0.29,10.81 0.00,10.31 0.00, 9.81 0.00, 8.81
8 2.94,15.29 2.63,14.79 2.33,14.29 2.05,13.79 1.78,13.29 1.48,12.79 0.98,12.29 0.48,11.79 0.00,11.29 0.00,10.29
9 4.36,16.77 3.86,16.27 3.36,15.77 2.91,15.27 2.46,14.77 1.96,14.27 1.62,13.77 1.20,13.27 0.70,12.77 0.00,11.77
10 4.75,17.82 4.25,17.32 3.75,16.82 3.30,16.32 2.92,15.82 2.57,15.32 2.25,14.82 1.82,14.32 1.43,13.82 0.43,12.82
11 5.14,19.29 4.64,18.79 4.14,18.29 3.69,17.79 3.30,17.29 2.95,16.79 2.63,16.29 2.33,15.79 2.04,15.29 1.17,14.29
12 6.32,20.34 5.82,19.84 5.32,19.34 4.82,18.84 4.32,18.34 3.85,17.84 3.44,17.34 3.06,16.84 2.69,16.34 1.88,15.34
13 6.72,21.80 6.22,21.30 5.72,20.80 5.22,20.30 4.72,19.80 4.25,19.30 3.84,18.80 3.46,18.30 3.11,17.80 2.47,16.80
14 7.84,22.94 7.34,22.44 6.84,21.94 6.34,21.44 5.84,20.94 5.34,20.44 4.84,19.94 4.37,19.44 3.94,18.94 3.10,17.94
15 8.25,24.31 7.75,23.81 7.25,23.31 6.75,22.81 6.25,22.31 5.75,21.81 5.25,21.31 4.78,20.81 4.35,20.31 3.58,19.31
16 9.34,25.40 8.84,24.90 8.34,24.40 7.84,23.90 7.34,23.40 6.84,22.90 6.34,22.40 5.84,21.90 5.34,21.40 4.43,20.40
17 9.76,26.81 9.26,26.31 8.76,25.81 8.26,25.31 7.76,24.81 7.26,24.31 6.76,23.81 6.26,23.31 5.76,22.81 4.84,21.81
18 10.84,27.84 10.34,27.34 9.84,26.84 9.34,26.34 8.84,25.84 8.34,25.34 7.84,24.84 7.34,24.34 6.84,23.84 5.84,22.84
19 11.26,29.31 10.76,28.81 10.26,28.31 9.76,27.81 9.26,27.31 8.76,26.81 8.26,26.31 7.76,25.81 7.26,25.31 6.26,24.31
20 12.33,30.33 11.83,29.83 11.33,29.33 10.83,28.83 10.33,28.33 9.83,27.83 9.33,27.33 8.83,26.83 8.33,26.33 7.33,25.33

TABLE VII. 95% C.L. intervals for the Poisson signal mean m, for total events observed n0 , for known mean background b ranging
from 6 to 15.

n0\b 6.0 7.0 8.0 9.0 10.0 11.0 12.0 13.0 14.0 15.0

0 0.00, 1.52 0.00, 1.51 0.00, 1.50 0.00, 1.49 0.00, 1.49 0.00, 1.48 0.00, 1.48 0.00, 1.48 0.00, 1.47 0.00, 1.47
1 0.00, 1.78 0.00, 1.73 0.00, 1.69 0.00, 1.66 0.00, 1.64 0.00, 1.61 0.00, 1.60 0.00, 1.59 0.00, 1.58 0.00, 1.56
2 0.00, 2.28 0.00, 2.11 0.00, 1.98 0.00, 1.86 0.00, 1.81 0.00, 1.77 0.00, 1.74 0.00, 1.72 0.00, 1.70 0.00, 1.67
3 0.00, 2.91 0.00, 2.69 0.00, 2.37 0.00, 2.17 0.00, 2.06 0.00, 1.98 0.00, 1.93 0.00, 1.89 0.00, 1.82 0.00, 1.80
4 0.00, 4.05 0.00, 3.35 0.00, 3.01 0.00, 2.54 0.00, 2.37 0.00, 2.23 0.00, 2.11 0.00, 2.04 0.00, 1.99 0.00, 1.95
5 0.00, 5.33 0.00, 4.52 0.00, 3.79 0.00, 3.15 0.00, 2.94 0.00, 2.65 0.00, 2.43 0.00, 2.30 0.00, 2.20 0.00, 2.13
6 0.00, 6.75 0.00, 5.82 0.00, 4.99 0.00, 4.24 0.00, 3.57 0.00, 3.14 0.00, 2.78 0.00, 2.62 0.00, 2.48 0.00, 2.35
7 0.00, 7.81 0.00, 6.81 0.00, 5.87 0.00, 5.03 0.00, 4.28 0.00, 4.00 0.00, 3.37 0.00, 3.15 0.00, 2.79 0.00, 2.59
8 0.00, 9.29 0.00, 8.29 0.00, 7.29 0.00, 6.35 0.00, 5.50 0.00, 4.73 0.00, 4.03 0.00, 3.79 0.00, 3.20 0.00, 3.02
9 0.00,10.77 0.00, 9.77 0.00, 8.77 0.00, 7.77 0.00, 6.82 0.00, 5.96 0.00, 5.18 0.00, 4.47 0.00, 3.81 0.00, 3.60
10 0.00,11.82 0.00,10.82 0.00, 9.82 0.00, 8.82 0.00, 7.82 0.00, 6.87 0.00, 6.00 0.00, 5.21 0.00, 4.59 0.00, 4.24
11 0.17,13.29 0.00,12.29 0.00,11.29 0.00,10.29 0.00, 9.29 0.00, 8.29 0.00, 7.34 0.00, 6.47 0.00, 5.67 0.00, 4.93
12 0.92,14.34 0.00,13.34 0.00,12.34 0.00,11.34 0.00,10.34 0.00, 9.34 0.00, 8.34 0.00, 7.37 0.00, 6.50 0.00, 5.70
13 1.68,15.80 0.69,14.80 0.00,13.80 0.00,12.80 0.00,11.80 0.00,10.80 0.00, 9.80 0.00, 8.80 0.00, 7.85 0.00, 6.96
14 2.28,16.94 1.46,15.94 0.46,14.94 0.00,13.94 0.00,12.94 0.00,11.94 0.00,10.94 0.00, 9.94 0.00, 8.94 0.00, 7.94
15 2.91,18.31 2.11,17.31 1.25,16.31 0.25,15.31 0.00,14.31 0.00,13.31 0.00,12.31 0.00,11.31 0.00,10.31 0.00, 9.31
16 3.60,19.40 2.69,18.40 1.98,17.40 1.04,16.40 0.04,15.40 0.00,14.40 0.00,13.40 0.00,12.40 0.00,11.40 0.00,10.40
17 4.05,20.81 3.35,19.81 2.63,18.81 1.83,17.81 0.83,16.81 0.00,15.81 0.00,14.81 0.00,13.81 0.00,12.81 0.00,11.81
18 4.91,21.84 4.11,20.84 3.18,19.84 2.53,18.84 1.63,17.84 0.63,16.84 0.00,15.84 0.00,14.84 0.00,13.84 0.00,12.84
19 5.33,23.31 4.52,22.31 3.79,21.31 3.15,20.31 2.37,19.31 1.44,18.31 0.44,17.31 0.00,16.31 0.00,15.31 0.00,14.31
20 6.33,24.33 5.39,23.33 4.57,22.33 3.82,21.33 2.94,20.33 2.23,19.33 1.25,18.33 0.25,17.33 0.00,16.33 0.00,15.33

57 3881UNIFIED APPROACH TO THE CLASSICAL . . .



• Start from the differential nuclear recoil spectrum we expect from 
WIMPs (slide 18 in Lesson 2)


• dR is the NR differential rate (ev/kg/day/keV)

• dER is our energy range

Exercise 2: Estimate the experiment sensitivity for a 50 GeV WIMP
WIMP-nucleus cross section limit
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• Start from the differential nuclear recoil spectrum we expect from 
WIMPs (slide 18 in Lesson 2)


• dR is the NR differential rate (ev/kg/day/keV)

• dER is our energy range


Let’s assume some simplifications:

• The Earth is stationary 

• There is no upper limit on the velocity  

of the DM particles: 


• The form factor is 1: F2(q) = 1

Exercise 2: Estimate the experiment sensitivity for a 50 GeV WIMP
WIMP-nucleus cross section limit

³ max

min

32
2

0 )(
)(

2

v

v
A

A

R

vd
v
vfqF

mdE
dR &

P
VU

F

WIMP-NUCLEUS ELASTIC SCATTERING RATES
7KH�µVSKHULFDO�FRZ¶�JDODFWLF�PRGHO
� DM halo is 3-dimensional, stationary, has no lumps
� Isothermal sphere with density profile U ן r í�
� Local density ߩͲ̱ ͲǤ͵ GeV/cm3

Maxwellian (truncated) velocity distribution, ݂ሺݒሻ
� Characteristic velocity ݒͲ = 220 km/s
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� Earth velocity ܧݒ = 230 km/s
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• The differential nuclear recoil spectrum can be approximated to 
(see Eq. 3.10 in the Lewin&Smith paper, see bibliography)


• dR is the NR differential rate (ev/kg/day/keV)

• dER is our energy range

• R0 is a reference integral rate (normalisation)

• E0 is the most probable WIMP kinetic energy


• r is the kinematic factor 

Exercise 2: Estimate the experiment sensitivity for a 50 GeV WIMP
WIMP-nucleus cross section limit
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� Local density ߩͲ̱ ͲǤ͵ GeV/cm3

Maxwellian (truncated) velocity distribution, ݂ሺݒሻ
� Characteristic velocity ݒͲ = 220 km/s
� Escape velocity ܿݏ݁ݒ = 544 km/s
� Earth velocity ܧݒ = 230 km/s
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Expected Rates in a Detector

• The differential rate (still strongly simplified) is:

• R = event rate per unit mass

• ER = nuclear recoil energy

• R0 = total event rate

• E0 = most probable energy of WIMPs 

(Maxwell-Boltzmann distribution)

• r = kinematic factor
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• The differential rate (still strongly simplified) is:

• R = event rate per unit mass

• ER = nuclear recoil energy
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Kinematics

• WIMPs with velocity v and incident kinetic energy                      which are scattered under an angle 

θ in the center of mass system, will yield a recoil energy ER in the laboratory system:

E
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2
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4µ2
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reduced mass

θ

θ
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• From slide 22 of lesson 2 (or from L&S paper)


• Reduced masses:


• mXe = 122.3 GeV/c2


• mp = 0.938 GeV/c2


• A = 131.2

Exercise 3 (use the WIMP-nucleus CS obtained in exercise 2)
WIMP-nucleon cross section limit

More complete approach:
non-relativistic EFT

11 operators for exchange of 
spin-0 or spin-1 mediators

6 independent responses
contribute to amplitude

(Fitzpatrick, Haxton, Anand, et al: 
1203.3542, 1405.6690)

WIMP-NUCLEON ELASTIC SCATTERING XS
� Coupling to p and n more useful than coupling to nucleus

� Compare different targets materials, collider searches, LQGLUHFW�VHDUFKHV�«

� Spin-independent (scalar) interaction

± Note A2 enhancement (coherence) ± more sensitive search

� Spin-dependent (axial-vector) interaction

± Note J (nuclear spin) replaces A2 enhancement ± less sensitive

± Some targets more sensitive to proton, others to neutron scattering

10
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Direct Detection of WIMPs: principle

WIMP

WIMP • Elastic collision between WIMPs and target nuclei

• The recoil energy of the nucleus is:

• q = momentum transfer

• µ = reduced mass (mN = nucleus mass; mΧ = WIMP mass)

• v = mean WIMP-velocity relative to the target

• θ = scattering angle in the center of mass system

µ =
mχmN

mχ +mN
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m
N
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q
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ER
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• Generalize the calculations we have just done. Create a plot of 
the experiment sensitivity (at 90%, 95% or 99% CL) to the SI 
WIMP-nucleon interaction cross section as a function of the 
WIMP mass (1 GeV to 1 TeV)


• Feel free to use your favourite tool! Use Python, GNUPlot, Excel, 
Google Sheets, etc. You can even do it manually!

Homework
Sensitivity curve

13



• What is the minimum WIMP mass our detector is sensitive to?

• Assume a WIMP escape velocity of 544 km/s

• Assume the velocity of the Earth is 220 km/s

Minimum WIMP mass
Exercise 4

14



• These are the differential rate and 90% CL limit on the cross 
section plots with the assumptions we used

Effect of the various simplifications

Figure 1:

4 Question 4

The relationship between the WIMP-nucleus and WIMP-nucleon cross section is given by:

�A ' µ2
A

µ2
p
�SI
p A2

(50)

where µp is the WIMP-proton reduced mass and �p is the WIMP-proton cross section. Here I take

the WIMP-proton cross section to represent the WIMP-nucleon cross section.

�SI
p = 2.68⇥ 10

�48
cm

2
90% CL upper limit (51)

5 Question 5

5.1 Part a

See figures 1 and 2.

5.2 Part b

The assumptions that I have made and will now relax are:

1. vesc = 1

2. vE = 0

5

Figure 2:

3. F 2
(q) = 1

In the following I have taken numbers and expressions from Gerdeno & Green’s paper. The Earth’s

velocity is made up of three components. There is the motion of the Local Standard of Rest (LSR),

the Sun’s peculiar motion motion with respect to the LSR, and the Earth’s orbit around the Sun.

Given we are not interested in time dependence here, I only included the LSR component and the

Sun’s peculiar motion and took:

vE = (0, 220, 0) + (10, 5.2, 7.2) (52)

I took vesc = 544kms
-1
. For the form factor, I took:

F 2
(q) =

✓
3j1(qR1)

qR1

◆2

exp(�q2s2) (53)

where j1 is the spherical Bessel function, s ⇠ 1fm, and R1 =
p
R2 � 5S2 where R ' 1.2A1/3

fm.

See fig.3 for a graph of the sensitivity where the approximations are gradually relaxed from

number 1 to number 3 in the list above. Please notice that the y limits have changed from fig.1 so

that it’s easier to notice the di↵erences.

Setting a finite escape velocity makes very little di↵erence. An e↵ect is introduced via a di↵erent

normalisation but for reasons discussed in the second question, this e↵ect is negligible. In fact, it

is so small, the corresponding line on the graph overlaps with the line for the base assumptions.

Introducing a non-zero velocity for the Earth does have an e↵ect because the mostly likely speed

for a collision is now vE rather than v = 0 as before. Higher speeds mean for energetic collisions,

which means the energy recoil spectrum will shift to the right. For lower m� this is advantageous
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• Including a finite escape velocity has basically no effect

Effect of the various simplifications

Figure 3:

because previously, the recoil energies were typically too low. The opposite is true for higher m�

where now the recoil energies become too large to detect, leading to a worse sensitivity. This is

seen in how the recoil spectrums change di↵erently for lower and higher m� (see figures 4 and 5).

Lastly, the form factor will reduce
dR
dER

for all values of ER, leading to an overall drop in sensitivity,

although it will be worse for higher m� because those collisions will typically have larger q2.

6 Question 6

From the sensitivity graphs you will notice that the sensitivity sharply increases for low m�. By

finding the point at which the cross-section limit goes to 1, I find the lightest particle the experi-

ment is sensitive to. I found this value to be 7.3GeV.

I see two ways to reach lower masses. The first is to make an experiment for a lighter target, e.g.

A = 50. I redid the sensitivity graph with a lower mass target to illustrate this e↵ect (fig. 6). In

this scenario, I found the lowest sensitive mass to be 4.6GeV. Another way, although probably more

di�cult, would be to reduce the energy threshold for the experiment. This will actually increase

sensitivity across all masses (see fig. 7). In this scenario, I found the lowest sensitive mass to be

3.1GeV.
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Figure 2: Velocity distribution functions: the left panels are in the host halo’s restframe, the
right panels in the restframe of the Earth on June 2nd, the peak of the Earth’s velocity relative
to Galactic DM halo. The solid red line is the distribution for all particles in a 1 kpc wide shell
centered at 8.5 kpc, the light and dark green shaded regions denote the 68% scatter around the
median and the minimum and maximum values over the 100 sample spheres, and the dotted line
represents the best-fitting Maxwell-Boltzmann distribution.

are independent of location and persistent in time and hence reflect the detailed assembly

history of the host halo, rather than individual streams or subhalos. The extrema of the

sub-sample distributions, however, exhibit numerous distinctive narrow spikes at certain

velocities, and these are due to just such discrete structures. Note that although only

a small fraction of sample spheres exhibits such spikes, they are clearly present in some

spheres in all three simulations. The Galilean transform into the Earth’s rest frame washes

out most of the broad bumps, but the spikes remain visible, especially in the high veloc-

ity tails, where they can profoundly a↵ect the scattering rates for inelastic and light DM

models (see Section 4).
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Figure 2: (left) A comparison of the NFW (solid red), Einasto (dashed blue), and Burkert with
rs = 0.5 (dotted green) and 10 kpc (dot-dashed purple) profiles. Figure from [29]. (right) The
expected velocity distribution from the Via Lactea simulation (solid red), with the 68% scatter
and the minimum/maximum values shown by the light and dark green shaded regions, respectively.
For comparison, the best-fit Maxwell-Boltzmann distribution is shown in dotted black. Figure
from [30].

form:

⇢Ein(r) = ⇢0 exp


�

2

�

✓✓
r

rs

◆�

� 1

◆�
,

with rs = 20 kpc and � = 0.17 [24]. While both NFW and Einasto are preferred by DM-only

simulations, it is possible that the story changes in full hydrodynamic simulations. It may be

possible that the inner profile is more cored (e.g., has a flatter slope) than the NFW or Einasto

profiles, which are described as ‘cuspy’ because of their steeper inner slopes. The Burkert profile [25]

is one such example:

⇢Burk(r) =
⇢0

(1 + r/rs)(1 + (r/rs)2)
,

where rs is the core radius. A comparison of the NFW, Einasto, and Burkert profiles is shown in

the left panel of Fig. 2. Observational evidence from dwarf galaxies (small galaxies with few stars)

may suggest cored profiles (see e.g., [26]). While baryonic feedback mechanisms may su�ce in

explaining such cored profiles [27], they may also be due to another cause all-together—non-trivial

DM self-interactions [28].

The fact that the density distribution recovered from N-body simulations di↵ers from isothermal

tells us with certainty that the Maxwell-Boltzmann distribution is not the correct velocity distri-

bution. Remember that the density and velocity distributions must be self-consistent, as they are

related to each other through the gravitational potential, and a Maxwellian velocity distribution

requires ⇢ / r
�2. The right panel of Fig. 2 compares the velocity distribution obtained from the Via

Lactea N-body simulation in the Solar neighborhood with the Maxwell-Boltzmann distribution.
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• Including a finite escape velocity has basically no effect


• Adding the Earth velocity clearly increases the recoil spectrum in the chosen energy range  
(WIMP particles have more energy), making the detection more favourable for low masses

Effect of the various simplifications

Figure 4: The change in the energy recoil spectrum due to adding the Earth’s velocity for a

m� = 50GeV WIMP. Notice that the integral over the energy range will increase given the orange

(after) line lies above the blue (before).

8

Figure 3:

because previously, the recoil energies were typically too low. The opposite is true for higher m�

where now the recoil energies become too large to detect, leading to a worse sensitivity. This is

seen in how the recoil spectrums change di↵erently for lower and higher m� (see figures 4 and 5).

Lastly, the form factor will reduce
dR
dER

for all values of ER, leading to an overall drop in sensitivity,

although it will be worse for higher m� because those collisions will typically have larger q2.

6 Question 6

From the sensitivity graphs you will notice that the sensitivity sharply increases for low m�. By

finding the point at which the cross-section limit goes to 1, I find the lightest particle the experi-

ment is sensitive to. I found this value to be 7.3GeV.

I see two ways to reach lower masses. The first is to make an experiment for a lighter target, e.g.

A = 50. I redid the sensitivity graph with a lower mass target to illustrate this e↵ect (fig. 6). In

this scenario, I found the lowest sensitive mass to be 4.6GeV. Another way, although probably more

di�cult, would be to reduce the energy threshold for the experiment. This will actually increase

sensitivity across all masses (see fig. 7). In this scenario, I found the lowest sensitive mass to be

3.1GeV.
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• Including a finite escape velocity has basically no effect


• Adding the Earth velocity clearly increases the recoil spectrum in the chosen energy range  
(WIMP particles have more energy), making the detection more favourable for low masses


• Including a <1 form factor that depends on the transferred momentum has a clear impact, especially  
for higher masses

Effect of the various simplifications
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FIG. 15. Nuclear recoil form factor for example target nuclei of silicon (A = 23), germanium (A = 73),
and xenon (A = 131). Plotted here is the Helm form factor, a simple analytic approximation.

We now embark on a calculation of the spin-independent scattering rate. For the vector operator,
we start with the matrix element in Eq. 83. Squaring, taking the trace, and averaging over final
state spins gives

|M|
2

=

✓
3CV

m2
Z

◆2

⇥ (4m�mn)
2

⌘ b2
n (4m�mn)

2 (96)

where we have assumed spin 1/2 fermions as above. The second equality defines bn, the DM-nucleon
vector coupling. We first determine the cross section for DM-nucleon scattering, where there is no
nuclear form factor. Taking the nonrelativistic limit and assuming the initial nucleon is at rest, the
differential cross section is given by

d�n =
|M|

2

4m�mnv

d3p0

(2⇡)32m�

d3q

(2⇡)32mn

(2⇡)
4�(4)

�
p + k � p0

� k0� (97)

=
b2
n

4⇡ v2
d|q|

2 d cos ✓ �

✓
cos ✓ �

|q|

2µ�nv

◆
(98)

where v is the initial DM velocity, cos ✓ = q̂ ·p̂, and µ�n is the reduced mass of the DM and nucleon.
Integrating over all kinematically allowed |q|  2µ�nv, the total cross section is

�n =
µ2

�n b2
n

⇡
. (99)

The differential cross section above can now be generalized to DM-nucleus scattering, where
we use N for nuclear quantities. Using the fact that d|q|

2
= 2mNdER with ER the nuclear recoil
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• With a lighter target we gain some sensitivity at low masses, but lose 
on the coherence factor (A2)


• A low energy threshold has a big impact on these experiments, 
particularly (but not only) at low masses

Feel free to try these in your homework
Other interesting effects

Figure 6:

Figure 7:
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Figure 6:

Figure 7:
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